Selective donations. A non-technical discussion of the use of parametric modelsin the

analysis of donation behavior

Maarten L. Buis, Department of Sociology, Universif Tlibingen
Pamala Wiepking, Department of Sociology & Erasi@estre for Strategic Philanthropy (ECSP),

Erasmus University Rotterdam, the Netherlands

November 8, 2011

Abstract

In philanthropic research, a much-neglected aspeghe methodology used for analyzing
donating behaviour. This is a serious problem,itsrdnt methods lead to as many different
conclusions. In this paper, we will discuss thdtitions of using linear (OLS) regression
analyses, as well as discuss the advantages aitatiiims of the two most often used parametric
models for analyzing charitable donations: Tobd &eckman Two-Stage regression analyses.
Our main objectives in this paper are to explaibiTand Heckman two-stage regression models
in a non-technical way and to clarify the consegesrfor the findings derived with these

models.
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Introduction
Analyzing charitable giving brings along a trickythodological problem: How to treat people
who have not donated any money? In recent litegadifferent ways have been proposed for
analyzing charitable giving, some giving solutie@ashe problem, others just ignore problematic
aspects. One of the first methods used is line@rdmary Least Square (OLS) regression
analysis on the amount of money donated (Boskire&I$tein, 1977; E. Brown, 1987). However,
linear regression analysis produces biased resluiésto truncation or selection bias.
Furthermore, it fits a straight line through théadand any straight line (except a horizontal line)
will eventually become negative, leading to pradghegative donations (Rooney, Steinberg, &
Schervish, 2001). Simply excluding the non-donaosifthe dataset is only a solution if one
wants to make statements about the populationmdrdoIt is very arguable that charitable
donors are a non-random sample of the populatemcdithe results cannot be generalized to the
entire population when non-donors are excludeddBr&é996; Rooney et al., 2001; Yen, 2002).
Another model often used when analysing charitghimg, is the Tobit model (Andreoni
& Miller, 2002; Eleanor Brown, 2001; Rooney et &001; Smith, Kehoe, & Cremer, 1995).
Tobit is a form of truncated regression analysisiciv can be used to censor the non-donors (left-
censoring). Finally, there also is the Heckman TStage analysis (Heckman, 1979), which
estimates two models: one for the selection proatsther or not to give (all cases), and one for
the decision how much is given (donors only) (Rgoeteal., 2001; Smith et al., 1995). In this
paper we will discuss the mechanisms with resfpecharitable giving implied by these different

models, in order to help researches choose a naodehterpret their results.



Why non-donors pose a problem

Theoretically, there are two mechanisms accordingtich people can make charitable
donations. These two mechanisms arecdmeoring-mechanism and thesel ection-mechanism.

We will start with describing the censoring-mecisami

According to the censoring-mechanism, people fiestide how much they are willing to
give to a charitable organisation, let's call thisounty . There are reasons to believe that some
these amountsre too low to actually donate, either becauseethesounts are socially
undesirable, or because they are not worth thetéfoch as wanting to donate €0.10 by credit
slip). Therefore a person will only giyeif y is more than some minimum. Whgnis less than
that minimum, no donation will be made. Accordingliis censoring-mechanism, there is an
absolute cut-off point below which someone decitg@sto make a donation at all.
Methodologically, the Tobit model is suitable taabyse charitable giving according to the
censoring mechanism.

The censoring mechanism is rather strict, in tmseaehat the probability is directly
related to the intended donatigh As a consequence, the effects of explanatorgbbas on the
probability of donating are completely determingdlie effects of these variables on the
intended donationg*. The selection-mechanism is less strict, it atlbws for the possibility that
persons with higher intended donations are mosdylito donate, but it assumes that explanatory
variables can have their own effect on the proligitihat people will make a donation. This
selection-mechanism corresponds methodologicallggdHeckman Two Stage regression

model.



Both the censoring-mechanism, and the selectioriramesm imply that estimates
obtained using standard regression techniqueswitliased. One solution is to only make
statements about donors, and hence exclude thelmeations from the analysis. However, only
including the sub-population of donors in the asaf/will in some cases lead to biased results.
The intuition behind this is displayed in figure 1.

Figure 1a shows a scatter plot of a hypothetigdilii regular dataset. It shows that an
explanatory variablg is positively related to the amount people don@te.represent this
positive effect with the solid line. Figure 1a agwmws that this relation is not perfect. Not every
observation lies on the line. Some observationabi@ve the line and some below; these are
‘errors’. We assume that on average these erroicetaach other out. This is true to an extreme
extend in the hypothetical dataset displayed iargglL: for each positive error (e.g) there is
one negative error of exactly the same sige Each positive error can be thought of “trying to
pull the estimated effect upwards”. Similarly, eadgative error “tries to pull the estimated
effect downwards”. However, the net error is zécause the positive and negative errors are

evenly matched.

Figure 1b shows the rationale of a Tobit procasshaws a scatter plot of the intended
donations/* and the actual donatiogsagainst the explanatory variableThe relationship
betweeny* andx is the same as in figure 1a, i.e. there is a pesielation betweeg* andx and
each positive error is exactly matched by a negadivor. However, not every person makes a
donation. The censoring-mechanism, and with that,Tobit process assumes that a person only
donates if his intended donatioyt) is above an absolute threshold. In this exanmpsedassumed
that people actually make a donation if their idsh donation is higher than 4 euro. Using only

information about donors would imply that the datansist only of the crosses. In that case



the upward pull from the positive error, &, ¢ and d, is no longer cancelled by the downward
pull from the negative errors,d, ¢ and d. The upward pull from the positive errors cauges t
estimated effect to be rotated to a flatter positla other words, the estimated effeckain

donations (dashed line) is weaker than the pomaffect (solid line).

<<Insert figure 1 about here>>

The Tobit process is rather strict: it assumesdhatersons with an intended donation
less than the threshold do not donate. The sefeatiechanism and the Heckman two-stage
process relax this assumption. However, only amajythe donors will still lead to biased results
if the probability of donating is associated withended donation. In particular one can expect
that people with a lower intended donation are liks$y to donate. As a consequence, people
with positive errors are more likely to donate tip@ople with negative errors. This is shown in
figure 1c. This leads to a situation in which sgoositive errors no longer balance negative
errors. The upward pull from¥ &', ¢ and d no longer cancel the downward pull fromia, ¢
and d. Again this leads to an estimated effect thatesker (flatter) than the real (population)

effect.

Why assumptions are the solution

The previous section showed that the use of noregeession analysis in analyzing charitable
giving is appropriate as long as positive erroes(an average) balanced by negative errors. It
also showed two plausible scenarios under whichdomors cause this assumption to fail.
However, most regression textbooks will not onlyntren balanced errors, but also mention that

the errors are assumed to be normally distributedral the regression line. Note that this is a



stronger assumption. The errors in figure 1 balaawd other out, but are not normally
distributed around the regression line. The notynaksumption is relevant for hypothesis
testing. The correct regression line will be estedaf the errors are balanced but not normally
distributed. However, the normality assumption lfly a crucial role in estimating the
regression line when one wants to correct for the baused by non-donors through Tobit or
Heckman two-stage regression. First we explain ti@anormality assumption functions in
normal regression. After that we show how Tobit eletkman two-stage use the normality

assumption to fit the correct regression line.

<<Insert figure 2 about here>>

In figure 2a there is a ‘cloud’ of data points ¢edton the regression line. The density of
points around the line can be represented by aapilily density function. The bell shape curve
from the normal distribution is such a probabiliignsity function. One just needs two pieces of
information in order to draw this curve: the mead #he variance. In linear regression the
variance is considered to be constant, but the roeanges. For each valuexpthe regression
line at that point represents the mean. So thdideva different density curve for each value of
x. Figure 2b shows three of these normal distrilmgtid®ne can think of these curves as popping

out of the paper, whereby the third dimension regmés the density of points.

Figure 3 shows the distribution of donations acowdo a Tobit process. Again we
assume that people only donate if their intendethtion is higher than 4. The non-donors are
represented by a vertical tick mark at zefithis means that we do not know their intended

donation (although it is below 4), but do know theilue forx. The densities are the same as in



figure 2b except that they are cut-off at 4. FigBibeshows the density function wheequals 5.

It is the second density curve in figure 3a rot&8tlclockwise. The left tail is cut off, so the
positive errors (the right tail) are no longer Inakad by the negative errors. If we can reconstruct
the entire density function, than an estimate efgbpulation regression line can be obtained. The
data contains two pieces of information that aelits obtain this reconstruction, and these two
pieces of information are derived from both theasrand the non-donors. The donors provide
information on the part of the distribution repnetsel by the solid line. This information can be
used to extrapolate. The non-donors provide inftionan the proportion of non-donors. This
proportion needs to equal the area under the dttedTobit regression uses these two pieces of
information to account for the missing informatiamd then estimates the regression using these
densities. Notice that Tobit regression dependsvorassumptions: First, the non-donors do not
donate because they want to give less then théuabsmit-off value. This assumption cannot be
tested, as it depends on a researchers theonaBeabn donating behaviour, in this case the
censoring-mechanism. Second, the intended donaiensormally distributed around the

regression line. This can be tested using Pagaivala's test for censored normality (1989).

<<lInsert figure 3 about here>>

Figure 4 shows a Heckman two-stage-process aplipcedicting charitable giving. A Heckman
two-stage process allows for the possibility tloatér donations are associated with lower
probabilities of donating. In that case the densityves are pushed down at lower values of
donations and are kept intact at higher valuesureiga shows various density curves for
different values ok. The curve fox=2 is associated with such low donations that tobdgbility

of donating is virtually zero everywhere. Consedlyaihe curve reduces to a flat line. The curve



for x=8 is associated with such high donations thaptbbability of donating is virtually 1
everywhere. Consequently the density curve remaichanged. The curve fge5 is an

interesting intermediate case. The probabilityaiating changes considerably across its feasible
range of donations. As a result the lower sidénefdurve is pushed down whereas the upper side
of the curve remains unchanged. This is shown irerdetail in figure 4b. The bottom panel
shows how the probability of donating changes ftieent intended donations. The top panel
shows the distribution of intended donations (dbtterve) and actual donations (solid curve). A
person who intends to donate 4.5 euro (at the dagértical line) has a probability of donating of
about .2. So even though the probability densitynt#nded donations of 4.5 is .35 the probability
density of actual donations is only .2*.35=.07. ®@acerson intends to donate more than 6 euro
the probability of donating becomes virtually omel dhe curves of intended and actual donations
overlap. If a person intends to donate less thaar8, the probability of donating becomes
virtually zero and the probability density of theteal donations becomes zero. Again, the
positive errors are no longer balanced by the megatrors. The upper panel in figure 4b also
gives information about the proportion of non-dandhe area between the solid curve and the

dotted curve represents this.

<<Insert figure 4 about here>>

Once the probability of donating and the probapii¢énsity function of actual donations are
known, then this information can be used to recorsthe probability density function of
intended donations. These reconstructed densityeswran be used to estimate the regression
parameter ok on the intended donations. The donors and nonfdagnee information about the

probability of donating and the donors give infotima about the probability density function of



actual donations. Heckman two-stage uses both ea®wfanformation to reconstruct the
probability density functions of the intended dooias and consequently the actual donations. In
order to construct the probability density curveckinan two-stage assumes this curve is
normally distributed. Therefore, applying the Heeknmwo-stage procedure depends on both
correctly estimating the probabilities of donatiagd on the assumption that intended donations
are normally distributed. Bera et al. (1984) déxea test for the normality assumption in
Heckman two-stage.

Within selection models the difficult part is totalm information from the data about the
relationship between intended donations and thiegtnitity of donating. One can identify this
part of the model either by assuming that interdt@thtions are normally distributed and the sub-
model for the probability of donating is correcsiyecified, or by an exclusion restriction in the
sub-model for intended donations (Bradley, HoldeiMcClelland, 2005). The former option
relies on strong assumptions that can easily bagvrohe latter option is less dependent on these
assumptions, but it requires that the researches asleast one variable to estimate the
probability of donating which is excluded when estiing the amount donated. It is often hard to
find such a variable that influences the probapftir donating but not the amount intended to
donate. An example that has proven to be an uselattion variable is whether or not people are
solicited to make a donation. For example, people thnave been asked for a donation in church
(for example in the two weeks prior to the survang very likely to have made a (religiously
oriented) donation, but it is likely that being adKor this donation has not influenced the

amount donated.



Interpretation of results

Once the parameter estimates are obtained, theytbde interpreted. The interpretation of the
results from a Tobit or Heckman two-stage modelnaoee complicated than in normal
regression because they imply different types f&fot$ of the explanatory variable:

* The effect ofx on the intended donation.

» The effect ofx on the probability of donating.

* The effect ofx on the amount donors give when they give.

* The effect ofx on all donations, including zero donations fromn{amnors.
The effect of the explanatory variable on the idemhdonation is easiest to compute: this is the
‘regression’ parameter for that variable. All otledfects require some calculations. Not all
statistical packages that allow you to do TobiHeckman two-stage have procedures to output
all of these effects, so the formulas that candszluo compute them can be found in appendix A.
Furthermore, these effects tend to change whewales of the explanatory variables change. A
common solution is to calculate the effect for gividual who is average with respect to the
explanatory variables: the effectxofvhen all explanatory variables are equal to taearage.
Alternatively, one can calculate the effect foraaerage individual: one computes the effect for
each individual in the dataset and than one corsghteaverage of those effects. These two often
tend to be close but not the same. Conceptuakylatiter gets closer to the idea of a summary
measure of the effect. Finally, one can plot hoevdhtcome of interest changes when one of the

X's change, while keeping the remainixig at their mean value.
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Conclusion

The main goal of this paper was to give a non-teahoverview of two of the most regularly
used parametric models available to researcheanfayzing charitable giving. We started by
showing that ordinary regression models can legedicting negative donations, and cannot
adequately deal with the issue of non-donors. Negtdiscussed Tobit and Heckman two-stage
regression models as possible solutions to deblsgibsoring and sample selection in data on
charitable giving. Finally, we gave some brief coemts on how to interpret results of Tobit and

Heckman two-stage regression analysis.
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Appendix

The formulas that are presented here can be ugadhteaw output from your estimation
command into the desired marginal effects or ptedigalues. The raw output will generally

give you (using the notation defined belg@&)ando for the Tobit regression angl a, candp

for Heckman two-stage regression. When computiagrhrginal effects one would choose a
value for eaclx (andw;), usually the mean, and compuig, 4, andA;, and plug these into the
relevant equation from the table below. The prediatalues are generally used to graph how the
predicted intended donation, donation, donatioddryors only, or probability of donating,
changes when one(or w) changes. So, one calculates for a lot valueseo¥ariable of interest

the appropriate predicted value, while keepingvidlee for all other variable fixed, usually at the

mean.
Tobit Heckman two-stage

Intended  Predicted ¥ — )=
onaons vare - EWY)=x5 Ely )=x5

Marginal * *

effect gy_) = ,B gy_) = ,B

ox . ox. .

Donations  Predicted  E(y |y > ¢)=x +04, +c E(yld)=x8+poA
donating

Marginal - OE(v|d
effect oE y6|>2/ >C :Igj(l_/f_gi/]i) %:ﬁj —ajpa(é'i)li —)Iiz)
i i
Donatons. PredtedE(y) = o(g 5+ 02 )+ (1 (4)) Ely)=Ely|d)Pra)
zero

donations) Marginal
effect aE(y)

~0(a)p, +o-o )2 ) =e(y )20 )

0X; 0x; ] 0X;
Srobabilit \Ij;leud;cted Pr(y* > c) =o(3) Pr(d)=®(s)
o oPy >c) A5)2 OPd) _ s
0x Yo ow,
Notation Tobit
B Regression coefficient for th8 variable.
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X 5 9 0
‘%@q

> 88

Standard error or the standard deviation of thenabdistributions around the regression line.

Minimum acceptable donation, usually but not neagly zero.
Amount someone gives when he wants to give lessdhusually but not necessarily zero.

(ﬂ0+151)(1i +"'+,BJXJi _C)/J
ﬁ0+ﬁ1)(1i +"'+IBJXJi

Probability density function of the standard normiatribution.
Cumulative density function of the standard nordistribution.

A3)/(3)

Notation Heckman two-stage

A
X

a;

X & D Q.=
= Q

> 8%

(vid)
Pr(d)

Regression coefficient explaining intended donatifom thej™ variable.

j™ variable explaining intended donations.

Regression coefficient explaining probability @iating for thg™ variable.
j"" variable explaining probability of donating.

Standard error or the standard deviation of thenabdistributions around the regression line.

The strength of the relation between probabilftg@nating and intended donation.
a, +aW; +--+ QW

ﬁ0+ﬁ1)(1i +"'+IBJXJi

Probability density function of the standard normiatribution.
Cumulative density function of the standard nordistribution.

A3)/®(3)

The amount someone donations if he donates
Probability someone donates
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Endnote

! Imagine that one tries to fit a line through altalpoints (both donors and non-donors). In thie the
line would be too steep, i.e. all the zero donatiaould draw the line downwards. The effeckefould
now be overestimated. If the non-donors are indwtlging a regression analysis, the regressiorctime
be either over- or underestimated, depending ugwat walue the non-donors are given (Sigelman &

Zeng, 1999).
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Figure 1 Rationale behind (a) normal; (b) Tobitd 40) Heckman two-stage regression analyses
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b) normal distribution on top
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Figure 2 The distribution of data points and noitpalssumption in normal regression

18



a) Tobit regression b) distribution of donations when x=5
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Figure 3 Distribution of data points and normadigsumption in Tobit regression
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a) Hecman two-stage regression b) distribution of donations when x =5
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Figure 4 Distribution of data points and normatigsumption in Heckman two-stage regression
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